Empirical research with nonhuman primates appears to support the view that causal reasoning is a key cognitive factor that divides humans from animals. The claim is that animals approximate causal learning using associative processes. The present results cast doubt on that conclusion. Rats made causal inferences in a basic task that taps into core features of causal reasoning without requiring complex physical knowledge. They derived predictions of the outcomes of interventions after passive observational learning of different kinds of causal models. These competencies cannot be explained by current associative theories but are consistent with causal Bayes net theories.

Although a number of psychologists have claimed that both humans and animals use basic associative mechanisms to learn about causal relations (5), human studies have demonstrated a deeper understanding of causal relations that cannot be reduced to associative learning (6–8).

In contrast, research on the cognitive competencies of nonhuman primates concludes that they demonstrate a superficial understanding of the association between tool use and its effects but fail to comprehend the unobservable physical mechanisms underlying these relations [(9–11), but see (12, 13)]. It may well be, however, that nonhuman animals lack knowledge about physical mechanisms but still are capable of basic causal reasoning. The capacity to derive predictions for interventions after purely observational learning is a core competency that is not reducible to associative learning (14).

Humans and animals can learn associations between passively observed events (Pavlovian conditioning) as well as between interventions and outcomes (instrumental conditioning). Moreover, these two learning modes may interact (15). An understanding of the interrelations between observations (“seeing”) and interventions (“doing”), however, requires more sophisticated representations. Simple transfer from observational learning can lead to inadequate predictions for interventions. For example, barometer readings statistically predict the weather, but at the same time, setting the barometer to an arbitrary reading does not influence the weather. Both relations could be learned with associative mechanisms in separate observational and instrumental learning trials, but associative theories are incapable of deriving correct predictions for interventions after observational learning when no prior instrumental learning is available.

The causal model in Fig. 1A shows how predictions for interventions can be derived from observations. Imagine that an animal learns in an observational Pavlovian learning phase that a light cue (L) temporally precedes both a tone stimulus (T) and food (F), thus learning a common-cause model with two effects (top panel). After learning this model, observing T should, via L, lead to the predictive inference that F should also be present. However, if the animal learns in the test phase that a newly introduced lever turns on T, it should be more
reluctant to predict F (bottom panel). Generating T by means of an alternative cause—the lever—does not predict F because the manipulation of an effect does not influence its cause (L). A dissociation between seeing and doing would be remarkable, because in the observational learning phase T is positively correlated with L.

The only theoretical model that derives correct predictions for interventions from observational learning data is causal Bayes nets (2–4). Predictions for observations make use of the full causal model acquired during observational learning (top panel). Predictions for interventions, however, are based on a modified graph (bottom panel); the insight that generating T in the common-cause model happens independently of its usual cause L is modeled by removing the causal arrow that leads into the manipulated effect: a manipulation called graph surgery (3). Because the manipulated T is unrelated to L, the likelihood of L’s other effect should not be altered by T’s presence.

A possible alternative associationist explanation of the failure to expect F after an intervention in T may be that the animal does not expect F because it lacks prior instrumental learning experiences relating lever presses to F. This alternative theory, however, erroneously also predicts a failure to expect F in the presence of noise (N), after these events had been paired during observational learning (Fig. 1A).

Because of the direct causal link between N and F, causal Bayes nets predict that animals should equally expect F, regardless of whether N is observed or generated by an intervention. Recent research with similar tasks has shown (14) that human participants are capable of deriving correct predictions for interventions on the basis of observational data (16).

In experiment 1, 32 rats were trained on the causal model shown in Fig. 1A, using an observational Pavlovian procedure (17). Training consisted of three types of trials interspersed within each session. The first type of trial was presentations of stimulus L (a 10-s flashing light or click train) forward-paired with stimulus T (a 10-s tone or noise); the second was presentations of stimulus L forward-paired with stimulus F (a 10-s delivery of sucrose solution); the third was simultaneous presentations of stimulus N (a 10-s noise or tone) and 10 s of F. We trained each causal link in the common-cause model separately to make it more likely that subjects did not induce a direct link between effects T and F.

Why did the rats not induce that the alternative effect is always absent when the cause and one effect are present (that is, conditioned inhibition)? With few learning trials, rats tend to integrate individual learning relations into a coherent integrated model. Only after many trials do rats encode the explicit absence of the nonpresented cues (18). Supporting these findings, the results of all our experiments show that rats induced second-order excitatory rather than inhibitory relations (19). Apparently, in the initial phases of learning, rats tend to conservatively treat the absent but expected events as possibly present but missed. A similar ability to combine individually learned causal links into complex causal models has been demonstrated in humans (20).

Do rats treat L as a common cause of both T and F, and do they correctly differentiate between seeing and doing with respect to T and N? Rats were allocated to one of four test conditions and were placed in the conditioning chamber with a lever present. This lever had not been present in the observational learning phase, so that no prior instrumental knowledge was available. Rats in condition intervene-L received a 10-s presentation of T each time they pressed the lever. Rats in condition observe-T, T intervened on at test. Unlike causal Bayes nets, associationist theories predict equivalent nose poking in the presence of T in both the observe and intervene conditions.

Figure 1B shows the mean rate of nose poking per 10-s presentation of stimuli T and N as a function of test condition (with a maximum rate of 100 nose pokes per presentation). As predicted by causal Bayes nets, rats that produced T through a lever-press intervention (condition intervene-T) made fewer nose pokes than rats that merely observed T (condition observe-T). However, rats that intervened in N (condition Intervene-N), which was trained as a direct predictor of F, did not nose poke less than rats that merely observed N (condition observe-N). [An analysis of the lever press data ruled out selective interference between lever pressing and nose poking (17).]

In experiment 1, we observed a dissociation between seeing and doing within the common-cause model, whereas both tasks led to identical expectations with the direct causal link, which is consistent with causal Bayes nets. A critic might point out that we found a dissociation within a complex causal model with two separately learned links (the common-cause model), whereas we found similar responses to the less complex direct link. To rule out complexity or second-order learning as the basis of our dissociation, we compared a common-cause condition with an equally complex causal chain in which the individual causal links were also presented separately (that is, second-order conditioning) (Fig. 2). Whereas causal Bayes nets predict a dissociation between seeing and doing in the common-cause model, no such dissociation is expected for the causal chain. Regardless of whether the initial cause (T) of the chain is observed or generated by means of an intervention, the intermediate (L) and final effect (F) should equally be expected.

In experiment 2a, rats received either common-cause training, as in experiment 1, or causal-chain training, which was identical except that T preceded L during observational learning (17). In the test phase, groups
common-cause–intervene and chain-intervene received presentations of T each time the lever was pressed. Groups common-cause–observe and chain-observe merely observed T. We report the number of nose pokes during the 10-s presentation of T and during the 10-s period beginning 10 s after the termination of T (post-T interval) for all subjects. In the chain condition, F should rationally be expected between 10 and 20 s after delivery of T. In contrast, the expected time of delivery of F for rats that received common-cause training is during T itself.

Figure 3 shows the mean rate of nose poking on test trials with T. Group common-cause–intervene nose poked less than group common-cause–observe, which replicates the pattern of experiment 1. In contrast, no difference was found between groups chain-intervene and chain-observe, as predicted by causal Bayes nets.

Rats in group chain-intervene did not nose poke more than did rats in group common-cause–intervene. This low level of responding does not reflect a failure to learn a causal chain, however. Experiment 2b replicated the chain condition and added groups for which T and L were unpaired during observational learning (17). Figure 3 reveals no difference between seeing and doing, as predicted by causal Bayes nets. Moreover, responding in the causal-chain groups was higher than in the unpaired groups, which signifies that the rats had indeed learned the second-order chain relations.

A number of researchers have recently concluded that causal reasoning is a faculty that divides humans from animals (7, 9–11). The present results cast doubt on that conclusion. With tasks that did not require complex physical knowledge, the experiments have shown that rats grasp the relationship between seeing and doing. Rats made correct inferences for instrumental actions on the basis of purely observational learning, and they correctly differentiated between common-cause models, causal chains, and direct causal links. These results contradict the view that causal learning in rats is solely driven by associative learning mechanisms, but they are consistent with causal Bayes net theories. The core competency of reasoning with causal models seems to be already in place in animals, even when elaborate physical knowledge may not yet be available.
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Reports: “Causal reasoning in rats” by A. P. Blaisdell et al. (17 Feb. 2006, p. 1020). The wrong input data were used to generate Fig. 1B. The corrected figure is shown here. The error does not change the conclusions of the paper.
Reports: “Causal reasoning in rats” by A. P. Blaisdell et al. (17 February 2006, p. 1020). There are three minor typos in the Supporting Online Materials. First, test sessions for Experiments 1, 2a, and 2b were 60 minutes. Second, the number of background nose pokes in Experiment 1 were 2793 ± 571 (Conditions Intervene-T), 3051 ± 991 (Condition Observe-T), 2885 ± 823 (Condition Intervene-N), and 2849 ± 514 (Condition Observe-N). Third, in Experiment 1, the $F$ value for the planned comparison between condition Intervene-T versus Observe-T was 9.07, $p < 0.05$. A reanalysis of the data from Experiment 2b revealed that the test-trial data for one subject from group Unpaired-Observe was inadvertently counted twice in the statistical analyses. A reanalysis on the corrected data results in a change of three $F$ values by a tenth of a point or less, and thus has no effect on the outcome of the analyses. The authors failed to revise the caption in the corrected Fig. 1 [Science 314, 595 (2006)]. The $F$ values were slightly different than those reported. Corrected values show the main effect of inference type = $F(1, 21) = 4.57, P < 0.05,$ and the interaction = $F(1, 21) = 5.69, P < 0.05$. 